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Abstract:  The aim of the Eurasian Latin Archive (ELA, ela.unisi.it) project is to build 
an open-access digital platform of Latin and multilingual texts from medieval and early 
modern times concerning East Asia, which includes a Digital library and tools for textual 
and semantic analysis. Begun in March 2018 and ended in February 2020, the start-up 
phase of ELA (DAS-MeMo, www.dasmemo.unisi.it) had been co-financed by Regione 
Toscana and involves the University of Siena, the IT company QuestIT, specialized in 
Artificial Intelligence, and the publisher Pacini. This article seeks to explain the 

workflow of the project, its challenges, the first steps in building the prototype of the 
platform and adds some notes about further developments.  
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1. Introduction 
Eurasian Latin Archive (ELA) is an ongoing project to build an open-access 

digital platform of Latin and multilingual texts concerning East Asia from the 

twentieth to the eighteenth century. It is one of the projects of the Centre for 

Comparative Studies of the University of Siena, established in 1994 thanks to 

the medievalist and comparatist I Deug-Su and now under the direction of 

Francesco Stella. The Centre focuses on Medieval Studies, Korean Studies, 

International Poetry, and Digital Philology. In addition to ELA, several other 

projects have been carried out in the field of Digital Humanities since 2007: 

among them, the Corpus Rhytmorum Musicum, an online platform of digital 

editions of Latin poems from the fourth to the eleventh century set to music, 

also involving the creation of a printed version with a CD ROM, Stella (2010; 

2007a; 2007b); the Archivio della Latinità Italiana del Medioevo (ALIM), and 
the tool for textual analysis Lexicon. 

 

The theoretical and historical basis of ELA was first presented in 2017 by 

Francesco Stella at the International Conferences Medialatinitas, in Vienna, and 

Silk Roads Again II: Eurasian Studies in the Digital Age, held in the Hanyang 

University of Seoul.  
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Started in March 2018 and ended in February 2020, the start-up phase of ELA 

(DAS-MeMo) was co-financed by the University of Siena (Department of 

Philology and literary criticism, Department of Information Technology, 

Engineering and Mathematics), Regione Toscana, the company QuestIT and the 
publisher Pacini.  

 

The project was presented at the University of Siena during an international 

meeting in January 2019, Global Latin. Exploratory workshop, where a large 

group of researchers dealt with the topic of Latin Texts of America and East 

Asia from the Middle Age to the Modern Age.   

 

The DAS-MeMo start-up phase has faced two challenges: building a user-

friendly open-access platform, and  providing linguistic and semantic tools for 

the documents. At the beginning of the project the team examined the potential 

risks using a SWOT Analysis, following among other things the best practices 

suggested by the King’s Digital Lab (Ciula 2019). 
 

2. Background: the ALIM and Lexicon experiences 
The Eurasian Latin Archive originates from the Archivio della Latinità Italiana 

nel Medioevo (ALIM), a project started in the Nineties and aimed at developing 

a Digital Library, now at its second version. As remarked in Manos (2017), the 

ALIM project was born to build a database with the aim to integrate the 

dictionary Latinitatis Italicae Medii Aevi inde ab a. 476 usque ad a. 1022, 

Arnaldi and Smiraglia (2001). ALIM’s specific focus is currently to publish 

Latin texts from the Eighth to the Fifteenth century of Italian Authors. Research 
units from six Italian Universities contribute to the project, including that of 

Siena, which currently hosts the platform. 

 

ALIM publishes encoded critical editions as well as born-digital editions. It is 

possible to search items by using full-text and proximity searches, or sort them 

by Author, Title, Type of text, Period, Genre, and Collection. The current 

version of the Digital Library, ALIM2, is managed through Muruca, a 

framework developed by the company Net7, which also includes some open 

tools such as Edition Visualization Technology (EVT), a useful suite to manage 

XML/TEI Editions as explained in Roberto Rosselli del Turco et al. (2017, 

2015). Muruca is being used for many projects of Digital Libraries and Digital 
Editions, for instance Biblioteca Italiana, Burckhardt source, and 

GramsciProject. 

 

Within ALIM texts are being encoded in XML/TEI, following the guidelines of 

the TEI Consortium (2019). One of the collections included in ALIM is devoted 

to documents of Italian authors who wrote about East Asia: Iohannes de Plano 

Carpini, Odoricus de Portu Naonis, Iohannes de Marignolli, Peregrinus de 

Castellus, and Andreas de Perugia. This section acted as the starting point for 

the Eurasian Latin Archive. 
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The ALIM Digital Library also uses the Lexicon system, developed in 2014 at 

the University of Siena by Francesco Stella and Luigi Tessarolo, Stella (2018: 

54-57). It lemmatizes texts and allows a linguistic analysis of corpora 

(concordances, collocations, frequencies and linguistic comparisons of texts). 

 

 
 

Fig. 1: Comparison of two texts with Lexicon 

 

When ELA started, one of its initial purposes was to be as interoperating as 

possible with the ALIM Platform, especially as far as the TEI encoding is 

concerned. Both the design and the architecture of the new project and its 

workflow have been realised on these grounds. 
 

For this reason, a comparative analysis has been made between the use of 

metadata and TEI encoding in ALIM and other projects, such as the Corpus 

Corporum, a database of Latin texts directed by Philip Roelli and developed at 

the University of Zurich. The Corpus Corporum database, despite being TEI-

based, has undergone different choices both in encoding and in metadata 

management. This is also due to the different mission of the project: while 

ALIM relies on a manual encoding of the single documents, by providing editio 
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princeps among other outputs, the Corpus Corporum processes large amounts of 

digitized texts and also provides, in some cases, raw OCR elaboration.   

 

3. The census 
Prior to the design of the platform, a census of the documents was performed for 

a better understanding of how to manage the data. Helpful resources can be 

found on the web for the purpose of delving into the relationships between 

Europe and East, as noticed by Morris (2015) on the online magazine “Digital 

Orientalist”. For ELA the most important resource has been Sinica 2.0, a project 

of the University of Vienna led by Monika and Georg Lehner. The aim of Sinica 

2.0 is to collect data about books published between 1477 and 1939 freely 

available in more than sixty Digital Libraries. It originated from the 

bibliography, compiled from 2003 onwards, “Western Books on China in 
Libraries in Vienna/Austria, 1477-1939”, and is currently a blog based on the 

WordPress CMS. Every item is associated with bibliographical references and a 

useful list of Digital Libraries and repositories where the resources are available, 

including their links and in most cases also the dates when they were digitized, 

and the provenance of the original resources.  

 

Another remarkable project is the Christian Chinese Texts Database (CCT), of 

the University of Leuven, based on the open-source software CollectiveAccess 

which focuses on the creation of catalogues. The CCT-Database, funded by Ad 

Dudink and Nicolas Standaert, provides the census of sources about Christianity 

in China, differentiating primary and secondary sources, and includes 

manuscripts, books and maps. As Sinica 2.0, the CCT-Database makes available 
links to each Digital Library hosting for item. The metadata of the primary 

sources include useful references to secondary sources and translations in other 

languages. 

 

These and other bibliographical repertories allowed the ELA census to be 

performed. The goal in this phase was to identify as many Latin or multilingual 

documents as possible. The process was managed through OpenRefine, an 

open-source tool developed by Google in order to manage, clean, organize and 

enrich data, with the possibility of connecting the data, as explained in Holland, 

Verborgh, De Wilde (2013), also by using resources from the web, Williamsom 

(2017). Each item includes a set of metadata based on Dublin Core elements and 
is enriched with references to WikiData, Viaf, Worldcat, Sinica 2.0, CCT-

Database, and a link to the DLs if the resource has already been digitized. The 

census has been updated continuously by using information related to the ELA 

processes. Such details encompass the story of the processing of the texts inside 

ELA: the responsible of the digitation, who is identified with his or her Orcid, as 

well as the responsible of the OCR processing and the checking of the OCR. 

The OCR software used, the log of the change history, the evaluation of the 

source, the dates of the whole process, which type of Licence is used. 

Documents and its metadata in ELA are published under the Creative Commons 

BY-NC-SA 4.0 license. 
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Items in ELA have been encoded in XML/TEI; therefore, the census is not only 

useful to have a general picture of the ongoing work, but also constitutes the 

basis to provide a suitable TEI Header for each document. 

 

4. The ELA Framework  
The ELA Digital Library has been designed with a requirement analysis and a 

MoSCoW analysis, so that each phase could be prioritized suitably. Prior to the 

decision to develop the platform, the possibility to use the Omeka platform – 

and in particular its semantic edition – had been taken into account, since it had 

been used successfully in other Digital Libraries, such as Fonte Gaia and 

Leblanc (2019). However, it appeared that Omeka could not be used for this 

specific project, because the list of ELA’s requirement exceeded its basic 

capabilities and the team should have spent a considerable amount of time in the 

development of several plugins to integrate its missing features. 
 

The framework of ELA depends on the type of source: in the case of documents 

such as ALIM and Corpus Corporum, the codified texts were already available. 

In other cases, it was necessary to check the copyright licence, and agreements 

had to be set with Institutions. If texts can be  digitized,  ELA then prepares 

transcriptions, or applies OCR and verifies manually the correctness of the 

process. As already said, items are encoded in XML/TEI. Dates, persons, and 

places are encoded by using Wikidata, Viaf, and online Gazetteer, or by using 

Pleiades project as first choice, in order to give consistency to the data, and the 

geographical database GeoNames. 

 
The Digital Library system was developed in Java EE and relies on an 

ElasticSearch for its search capabilities. The architecture is based on modules, 

which allow future development of the project and guarante the scalability of 

the Digital Library, Xie and Matukiak (2016: 330).  

 

In terms of users, the prototype tentatively manages only Digital Library System 

Administrator, Content Creator and Content Users, with a minimal front-end for 

the team to upload, modify and manage documents. However, with an eye to 

future implementations, the platform contemplates different user roles, in 

relation to different possibilities and permissions. In the current ELA Platform, 

Content Users are able to discover and acquire items in different formats, and 

visualize and analyze them. In the future, the Authenticated User should also be 
made able to create his/her personal shelf with sub-corpora. The Content 

Creators will be provided with different access levels (Head of the research 

units, Reviewers, Editors), to give the opportunity to create, submit, annotate, 

validate and update items and collections. 
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Fig. 2 The ELA architecture 

 

5. The prototype   

 
Fig. 3 Home Page of the ELA Digital Library 
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The prototype of the platform consists of a website embedding the Digital 

Library. As previously chosen for ALIM, the site of the Eurasian Latin Archive 

was developed in WordPress: this makes the management of dynamic site 

pages, such as the blog and the news, easier for the research units. The census is 

also available, rendered by a specific plugin. 
 

 
Fig. 4 The census 

 

The Digital Library is integrated with customs Javascript and Jquery.  It can be 

explored in three different ways: through a document list, a search panel and a 

browse panel.  

 

In the search panel, queries can be made on a full-text basis by using the Lucene 

Query Syntax and/or by short lemmas. Specific queries are available through 

search filters based on the following tags: Author, Date, Title of the document, 

and Places, Persons or Dates mentioned within the text; when filters are used, 

the interface suggests possible completions of partially entered words. If words 

are searched for, these will be highlighted within the texts, and the number of 

occurrences will be shown.  

 
Fig. 5 The Search Panel 
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The browse panel allows for the search of text through lists. Documents can be 

browsed by Author, Languages, Geographic references, Time period of the text, 

Source (i.e. primary source, digital edition), Type of document, (i.e. prose), 
Genre (i.e. epistolae, itinera, adnotationes), as well as Places and People 

mentioned within the texts. 

 

 

 
Fig. 6 The Browse panel 

 

 
The document viewer – an aspect which still needs improvement –, shows a 

heading with the Title, the Author (linked to a Viaf and/or WikiData), and the 

edition of the texts when available (linked to WorldCat). An “info panel” 

displays document-related metadata, including usage rights. It is possible to 

disable the page/folio break indications by using the menu, in order to read the 

text without interruption. Underlined text in the document indicates the presence 

of locations, names and dates. A pop-up window shows the types of tags 

(Place/Date/Person) with a normalized form. Texts can be downloaded in TXT, 

PDF and XML TEI formats. 

 

 
Fig. 7 The document viewer 
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6. ELA Tools 
The ELA Team has completed the development of the toolset available on 
GitHub also in form of Jupyter notebooks. The framework, as shown in Carbé 

and Giannelli (2019), extracts information from XML documents and performs 

operations such as automatic TEI tagging, clean-up, normalization of documents 

and text analysis. The main tool, devoted to extracting linguistic and semantic 

data by using Natural Language Processing methods, is based on CLTK – The 

Classical Language Toolkit, funded in 2014 by Kyle P. Johnson (it is realized 

for historical languages and also includes Chinese); 2. NTLK – The Natural 

Language Toolkit, developed by Steven Bird and Edward Loped at the 

University of Pennsylvania, used in ELA for language-agnostic operations such 

as calculation of frequencies, concordances, collocations, and N-grams. This 

tool was integrated into the platform to perform statistics (such as number of 

words, and Latin words, if the document is multilingual; number of Latin 
lemmas and types, maximum/minimum average of Latin types,Type/Token 

Ratio), lists of lemmas, type and stop words, with its frequencies; N-Grams; 

collocations. Additionally, the tool extracts the list of persons and places found 

in the texts, associating the latitude and longitude based on Pleiades and 

GeoNames database. The interface of the platform also has maps for each 

documents, to show the geolocalization of place names on maps using the 

JavaSript library Leaflet. 

 

 
Fig. 8 Map of PlaceName mentioned in the document 

 

The team started to analize the entire corpus by developing the tool GlobalStats, 

available on a Jupyter notebook of the ELA GitHub and based on matplotib 

widget, with the intention of performing some word clouds for the statistics of 

frequencies and some experiments of network analysis. This first network is 
based on authors and people mentioned in the corpus. People are nodes, and 

edges connect authors to the people mentioned. 
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Fig. 9 First experiments of network analysis on the ELA corpus 

 

7. Conclusions and next steps 
In the two-year start-up phase of the Eurasian Latin Archive projects, the team 

built the prototype of a digital library of Latin and multilingual documents 

concerning East Asia, and tools for linguistic and semantic data. The team has 

faced many challenges since the very beginning, from the constitution of the 
corpus to the data model and the managing of a large amount of different type of 

texts. 

 

The project has the unique goal to manage a wide multilingual corpus which 

mostly comprises texts in Latin from the twentieth to the eighteenth century. If, 

on the one hand, s this means a great opportunity to understand better the use of 

the Latin language through time and space, on the other hand, difficulties in the 

development of a NLP framework, starting from the lemmatization issues, are 

evident.   

 

For the purpose of creating a digital platform, it is essential to interoperate with 

other projects and respond to the necessity of sustainability of the project itself. 
In Latin related DH analyses many different methods and approaches can be 

found, as confirmed by “LiLa: Linking Latin”, a project established in 2018 to 

connect and harmonize linguistic resources, Passarotti et al. (2019). 
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The nexts steps of the project concern the improvement of the platform and  

ELA Tools: qualitative analysis of the results is being carried out, especially to 

establish a comparison with Lexicon’s tools and other lemmatizers, Passarotti 

and Mambrini (2019), Eger, Brück and Mehler (2015). Another goal is to 
improve the automatic system of the Named-Entity Recognition and increase 

the datasets of Places and Names. An increment of the corpus, now comprising 

70 documents, is regularly in progress.  
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